ABSTRACT. The functional linear model with scalar response is a regression model where
the predictor is a random function defined on some compact set of $\mathbb{R}$ and the response is scalar. The
response is modelled as $Y = \Psi(X) + \epsilon$, where $\Psi$ is some linear continuous operator defined
on the space of square integrable functions and valued in $\mathbb{R}$. The random input $X$ is independent from the
noise $\epsilon$. In this paper, we are interested in testing the null hypothesis of no effect, that is, the nullity of
$\Psi$ restricted to the Hilbert space generated by the random variable $X$. We introduce two test
statistics based on the norm of the empirical cross-covariance operator of $(X, Y)$. The first test
statistic relies on a $\chi^2$ approximation and we show the asymptotic normality of the second one under
appropriate conditions on the covariance operator of $X$. The test procedures can be applied to check
a given relationship between $X$ and $Y$. The method is illustrated through a simulation study.
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1. Introduction

In the recent literature, there has been an increasing interest in regression models for
functional variables. Among these, there is the situation where the predictor is a random function
and the response a scalar. This occurs, for instance, in chemometrics applications (see Frank &
Friedman, 1993) and also in climatology (see Ramsay & Silverman, 1997). Several authors
have pointed out the usefulness of functional methods that challenge standard regression
tools such as partial least squares or principal component regression traditionally used,
especially by chemometricians (see, for instance, Marx & Eilers, 1999).

In this context, a functional regression model that has been widely studied is the so-called
functional linear model (FLM) defined as follows. Let $\{X(t), t \in \mathcal{C}\}$ be a square integrable
random function defined on some compact set $\mathcal{C}$ of $\mathbb{R}$ and $Y$ be a real random variable. The
variable $Y$ is modelled as

$$Y = \Psi(\{X(t), t \in \mathcal{C}\}) + \epsilon,$$

where $\Psi$ is a continuous linear operator and $\epsilon$ is a centred real random variable with variance
$\sigma^2$ and independent from $X$. This model can also be written as
\[
Y = \int \psi(t)X(t) \, dt + \varepsilon, \tag{1}
\]

where \(\psi\) is a square integrable function defined on \(\mathcal{C}\).

The problem of estimating the function \(\psi\) (or equivalently the operator \(\Psi\)) has been addressed in several papers. Hastie & Mallows (1993) introduce an estimator that minimizes a penalized least-squares criterion (see also Ramsay & Silverman, 1997). Estimators based on penalized splines have been studied by Marx & Eilers (1999) and Cardot et al. (1999a, b). Cardot et al. propose, in addition, an estimate based on a functional principal component regression and derive asymptotic results for both estimates.

An important problem in practical situations is to test if there is a connection between \(X\) and \(Y\); that is, to test the nullity of operator \(\Psi\) (or of function \(\psi\)). More generally, we investigate in this paper the problem of testing the following hypothesis:

\[
H_0: \psi = \psi_0, \tag{2}
\]

against

\[
H_1: \psi \neq \psi_0,
\]

where \(\psi_0\) is some known function defined on \(\mathcal{C}\).

In Section 2, we introduce two test statistics based on the square norm of a normalized version of the cross-covariance operator \(\Delta\) of the pair \((X, Y)\). Indeed, we show that testing \(\psi = 0\) in the closure of the space orthogonal to the null space of the covariance operator of \(X\) is equivalent to testing \(\Delta = 0\). In Section 3, we illustrate our test procedure on some simulated data and compare the results obtained for both test statistics. We show (see appendix) that our second test statistic is asymptotically normal for an accurate estimator \(\hat{\sigma}^2\) of \(\sigma^2\) and under some conditions on the eigenvalues of the covariance operator \(\Gamma\) of \(X\).

2. Hypothesis testing in the FLM

2.1. Notations

Suppose from now on that \(\mathcal{C} = [0, 1]\) and let \(\mathcal{H}\) be the separable Hilbert space of square integrable functions defined on \([0, 1]\). Let \((X, Y)\) be a pair of random variables defined on the same probability space, with \(X\) valued in \(\mathcal{H}\) and \(Y\) valued in \(\mathbb{R}\). Let \(\Psi\) be the regression operator of \(Y\) on \(X\), so that \(Y = \Psi(\{X(t), t \in [0, 1]\}) + \varepsilon\), and assume that \(\Psi\) belongs to the space \(\mathcal{H}'\) of continuous linear operator defined in \(\mathcal{H}\) and valued in \(\mathbb{R}\). Let \(\langle \phi, \psi \rangle = \int_0^1 \phi(t)\psi(t) \, dt\) be the usual inner product of functions \(\phi\) and \(\psi\) in \(\mathcal{H}\) and let \(\|\phi\|\) denote the norm of a function \(\phi\) on \(\mathcal{H}\), induced by this inner product. By Riesz’s representation theorem, one can identify the spaces \(\mathcal{H}\) and \(\mathcal{H}'\) and we will take in \(\mathcal{H}'\) the norm induced by this identification; that is, for \(T \in \mathcal{H}'\), \(\|T\| = \|\tau\|\), where \(\tau\) is the unique function in \(\mathcal{H}\) such that \(Tx = \langle \tau, x \rangle, x \in \mathcal{H}\).

With these notations, the FLM with scalar response (1) can be written as

\[
Y = \langle \psi, X \rangle + \varepsilon, \tag{3}
\]

where \(\psi \in \mathcal{H}\).

We will assume in the following that \(X\) is centred (and then \(Y\) is centred) and has a finite second moment, that is, \(E\|X\|^2 < \infty\). Then, the covariance operator \(\Gamma\) of \(X\) is defined as the operator on \(\mathcal{H}\) such that

\[
\|\tau\|_2 = \sqrt{\langle \tau, \Gamma \tau \rangle}.
\]
\[
\Gamma x(t) = \int_0^1 E[X(t)X(s)]x(s) \, ds, \quad x \in H, \quad t \in [0,1].
\]

It is well known that the operator \( \Gamma \) is nuclear, self-adjoint and non-negative. Now the cross-covariance operator \( \Delta \) of \((X, Y)\) is defined as

\[
\Delta x = \int_0^1 E[X(t)Y]x(t) \, dt, \quad x \in H.
\]

The operators \( \Gamma \), \( \Delta \) and \( \Psi \) are linked by the relation

\[
\Delta = \Psi \Gamma. \tag{4}
\]

We will denote by \((\lambda_j), j = 1, \ldots \) the decreasing sequence of eigenvalues of operator \( \Gamma \) and by \((V_j), j = 1, \ldots \) a sequence of orthonormal eigenfunctions associated with these eigenvalues.

2.2. Changing the space of reference

Before describing the test procedures, let us make some remarks about the FLM defined in (1). At first, let us recall that, since \( \Gamma \) is self-adjoint, the Hilbert space \( H \) may be decomposed as

\[
H = N(\Gamma) \oplus \overline{\text{Im}(\Gamma)},
\]

where \( N(\Gamma) \) is the null space of \( \Gamma \), \( \text{Im}(\Gamma) = \{ y \in H \mid y = \Gamma x, x \in H \} \) and \( \overline{\text{Im}(\Gamma)} \) is the closure in \( H \) of \( \text{Im}(\Gamma) \). Thus, \( \psi \) can be expanded as follows:

\[
\psi = \psi_1 + \psi_2, \tag{5}
\]

where \( \psi_1 \in N(\Gamma) \) and \( \psi_2 \in \overline{\text{Im}(\Gamma)} \) but only \( \psi_2 \) can be estimated when observing \( X \) since

\[
E((X, \psi_1)^2) = \langle \Gamma \psi_1, \psi_1 \rangle = 0.
\]

This means that, in quadratic mean, the random variable \( \langle X, \psi_1 \rangle \) is equal to zero and thus model (1) is equivalent to

\[
Y = \int_{\Gamma} \psi_2(t)X(t) \, dt + e. \tag{6}
\]

Thus, testing for no effect leads to test that \( \psi \) belongs to \( N(\Gamma) \) or equivalently to test that \( \psi_2 = 0 \) and the nullity of \( \psi \) can only be tested in the space \( \overline{\text{Im}(\Gamma)} \). At this point, we may distinguish two different situations:

- \( \overline{\text{Im}(\Gamma)} \) is a finite-dimensional space. Then, our framework is the parametric one; many procedures have been proposed in the literature.
- \( \overline{\text{Im}(\Gamma)} \) is an infinite-dimensional space. By construction, \( H = \overline{\text{Im}(\Gamma)} \subset H \) is still a separable Hilbert space equipped with the inner product of \( H \).

In the following, we will only consider the second case and, taking into account the above remarks, suppose that \( \psi \) belongs to \( H \). Equation (4) is still valid in \( H \) and then the eigenvalues of operator \( \Gamma \) restricted to \( H \) are strictly positive.

Remark. In the usual multivariate setting, similar situations in which the covariance matrix has null eigenvalues occur when one (or more) variable is a linear combination of the others. As a consequence, the design does not fill the whole space and only the part of the regressor that belongs to the span of the design variables can be identified. The usual procedures consist in selecting the ‘good’ explanatory variables such that the design matrix is a full rank matrix.
This is exactly what we are doing when considering an approximation of $\psi$ in the space $H = \text{Im}(\Gamma)$ instead of $\mathcal{H}$.

2.3. Test procedures

Suppose now that we have an i.i.d. sample $(X_i, Y_i), i = 1, \ldots, n$, drawn from $(X, Y)$. The empirical covariance and cross-covariance operators are defined by

$$
\Gamma_n x(t) = \frac{1}{n} \sum_{i=1}^{n} \langle X_i, x \rangle X_i(t), \quad x \in H, \quad t \in [0, 1]
$$

and

$$
\Delta_n x = \frac{1}{n} \sum_{i=1}^{n} \langle X_i, x \rangle Y_i, \quad x \in H.
$$

The eigenelements of $\Gamma_n$ are denoted by $(\tilde{\lambda}_j, \tilde{\psi}_j), \ j = 1, \ldots, n$.

We will examine at first the case $\psi_0 = 0$ so that the null hypothesis is

$$
H_0: \psi = 0.
$$

Since the eigenvalues $\tilde{\lambda}_j$ of the operator $\Gamma$ restricted to $H$ are non-null and that $\Delta = 0$, we have from relation (4), $\Psi \Gamma = 0$ and then

$$
\Gamma \Psi^* = 0,
$$

where $\Psi^*$ is the adjoint operator of $\Psi$. We then have $\Psi^* = 0$ in $H$. Conversely, it is clear that under $H_0$ we have $\Delta = 0$. Then, testing $\Psi = 0$ is equivalent in that case to test

$$
H_0: \Delta = 0.
$$

In the following, we assume that the eigenvalues of $\Gamma$ are distinct and we will build our test statistics on the above remark in that case and on the following theorems. Theorem 1 deals with the asymptotic behaviour of $\Delta_n$ under the null hypothesis. It is an application of the central limit theorem for independent Hilbert space valued random variables (see Grenander, 1963).

**Theorem 1**

*Under the null hypothesis $H_0$, $\sqrt{n} \Delta_n$ converges in distribution to a gaussian centred random variable $G_\Delta$ with covariance operator $C = \sigma^2 \Gamma$.*

Theorem 2 is an application of the decomposition property for a gaussian random variable valued in $H$ (see Grenander, 1963).

**Theorem 2**

*The variable $G_\Delta$ admits the following decomposition:*

$$
G_\Delta = \sigma \sum_{j=1}^{\infty} \eta_j \sqrt{\lambda_j} \psi_j, \ a.s.,
$$

*where $\eta_j, j \geq 1$ are i.i.d. centred real gaussian random variables with variance 1.*

The natural way to test if the operator $\Delta$ is null is to look at its norm and then to base our test on $\|\sqrt{n} \Delta_n\|^2$, whose asymptotic distribution may be approximated by
\[ \|G_n\|^2 = \sigma^2 \sum_{j=1}^{+\infty} \hat{\lambda}_j n_j^2 \] in view of Theorems 1 and 2. However, the distributions of such random variables are not explicitly known and these statistics depend on the parameters \( \lambda_j \).

For these reasons we introduce the operator \( A_n \) defined on \( H \) with matrix diag(1/\( \sqrt{\lambda_1} \), \ldots, 1/\( \sqrt{\lambda_n} \), 0, \ldots) in the basis \( (\mathcal{V}_j) \), that is to say \( A_n(\cdot) = \sum_{j=1}^{p_n} \hat{\lambda}_j^{-1/2} (\mathcal{V}_j, ) \mathcal{V}_j \), where \( (p_n) \) is a sequence of integers tending to infinity such that \( p_n \leq n \). We also need the empirical counterpart of \( A_n \) denoted by \( \hat{A}_n(\cdot) = \sum_{j=1}^{p_n} \hat{\lambda}_j^{-1/2} (\mathcal{V}_j, ) \mathcal{V}_j \). Then, our first test statistic will be

\[ D_n = \frac{1}{\sigma_n^2} \| \sqrt{n} \Delta n \hat{A}_n \|^2, \]

where \( \sigma_n \) is some estimator of the variance \( \sigma^2 \). It can be readily deduced from Theorems 1 and 2 that \( D_n \) follows approximatively, when \( n \) is large, a \( \chi^2 \) distribution with \( p_n \) degrees of freedom. These kinds of approximations are widely used when testing statistical hypotheses with asymptotic gaussian distribution. Alternatively, one may consider the following test statistic:

\[ T_n = \frac{1}{\sqrt{p_n}} \left( \frac{1}{\sigma_n^2} \| \sqrt{n} \Delta n \hat{A}_n \|^2 - p_n \right). \]

We will show in the appendix that under appropriate conditions on the sequence \( (p_n) \), and on \( \sigma^2 \) the test statistic \( T_n \) converges in distribution, under \( H_0 \), to a centred gaussian real random variable with variance 2. Then, the second test procedure is the following:

- Compute \( T_n \) for a sufficiently large \( n \).
- Choose a level for the test, say \( \alpha \). Let \( q_\alpha \) be the quantile of order \( \alpha \) of a gaussian centred distribution with variance 1.
- If \( |T_n| > \sqrt{2q_\alpha} \), reject \( H_0 \), otherwise accept it.

We will also prove in the appendix that this test is consistent (see Theorem 4). In Section 3, we will compare results for the two test statistics by means of a simulation study.

Now for the general case of testing \( \psi = \psi_0 \), where \( \psi_0 \) is some given function, we only need to consider the new real random variable \( \tilde{Y} = Y - \langle \psi_0, X \rangle \). The test is then performed as above, replacing \( \Delta \) with the cross-covariance operator \( \Delta \) of \( (X, \tilde{Y}) \).

**3. A simulation study**

In this section, we illustrate our test procedure on some simulated data. Let us first introduce the estimate \( \hat{\sigma}^2 \) of \( \sigma^2 \). This estimate is based on the residual sum of square. Indeed, let \( \hat{\psi} \) be the penalized B-splines expansion estimator of the function \( \psi \) introduced in Cardot et al. (1999b).

It is defined as

\[ \hat{\psi} = B_{k,q}^{(\psi)} \hat{\theta}, \]

where \( \hat{\theta} \) is solution of the following minimization problem:

\[ \min_{\theta \in \mathbb{R}^{n+q}} \frac{1}{n} \sum_{i=1}^{n} (Y_i - \langle B_{k,q}^{(\psi)} \theta, X_i \rangle)^2 + \rho \left\| B_{k,q}^{(\psi)} \theta \right\|^2, \]

where \( B_{k,q} \) (respectively, \( B_{k,q}^{(\psi)} \)) is the vector of B-splines (respectively, of second derivatives of B-splines) with degree \( q \) and \( k \) equispaced knots on \( [0, 1] \) and \( \rho \) is some positive parameter of regularization. The value of this parameter \( \rho \) is chosen by minimizing a generalized cross-validation criterion (Cardot et al., 1999b). The above estimator can be written as \( \mathbf{SY} \) where \( \mathbf{Y} \)
is the vector of \( Y_i \)'s and \( S \) is the 'hat' matrix. In analogy with the estimation of a variance in the classical linear regression model, we take as an estimate for \( r^2 \)

\[
\hat{r}^2 = \frac{1}{\text{tr}(I_n - S)} \sum_{i=1}^{n} \left( Y_i - \langle B_i^0, X_i \rangle \right)^2 ,
\]

where \( I_n \) is the identity matrix of size \( n \). A similar kind of estimator of variance was introduced by Wahba (1983) in the setting of non-parametric regression. This estimator seems to be effective in approximating \( r^2 \) in our Monte Carlo experiment as shown in Fig. 1 for gaussian noise (several different signal-to-noise ratios (snr) are defined). It also gives good estimates when the distribution of the noise is uniform but can give too large estimators when it follows a Student's \( t \)-distribution. This is a well-known consequence of the heavy tails of that distribution.

We have simulated \( n_s = 800 \) samples, each being composed of \( n = 200 \) independent realizations \( (X_i, Y_i), i = 1, \ldots, n, \) from model (6) in which \( X(t) \) is a Brownian motion defined on \([0,1], E[Y|X] - \Psi(X) \) has mean 0 and variance \( \sigma^2 \) and \( \psi(t) = 0 \) (Section 3.1) or \( \psi(t) = \sin(2\pi t)^3 \) (Section 3.2). The eigenelements of the covariance operator of \( X \) are known from Ash & Gardner (1975)

\[
\lambda_j = \frac{1}{(j - 0.5)^2 \pi^2} \quad \text{and} \quad V_j(t) = \sqrt{2} \sin[(i - 0.5)\pi t], \ t \in [0,1], \ j = 1, 2, \ldots
\]

Thus, the eigenvalues are distinct and strictly positive, and then \( H = \mathcal{H} \). Let us also notice that function \( \psi(t) = \sin(2\pi t)^3 \) cannot be decomposed as a finite combination of the basis functions \( V_j(t) \) even if the approximation error.

---

**Fig. 1.** Boxplot of \( \hat{r}^2/\sigma^2 \) for different levels of signal-to-noise ratio and gaussian noise.
Er(q) = \left\| \psi - \sum_{j=1}^{q} (\psi, V_j) V_j \right\|^2, \quad (9)

decreases rapidly as the number \( q \) of basis functions increase (see Fig. 2).

For simulation purposes, the Brownian random functions \( X_i \) and the function \( \psi \) were discretized by 100 design points equispaced in \([0, 1]\). The integral equation (6) is approximated by the trapezoidal method. The eigenelements of the covariance operator are also approximated by means of a quadrature rule. It allows us, in practical situations, to deal with non-equispaced design points (see, e.g. Castro et al., 1986).

Let us define the snr as follows:

\[ \text{snr} = \frac{E((\psi, X)^2)}{E((\psi, X)^2) + \sigma^2}, \]

and consider two different snr, 5 and 10 percent, when \( H_0 \) is false. These snr are controlled by means of the variance of the noise \( \sigma^2 \). Notice that when \( H_0 \) is true, snr equals 0.

3.1. Level of the test

The two test statistics \( D_n \) and \( T_n \) presented above are only based on an asymptotic study of their distribution. Thus, we have decided to compare their empirical levels with the nominal ones (i.e. the levels deduced from the asymptotic distribution). Then, we have compared the empirical distribution of the test statistics \( D_n \) with the appropriate \( \chi^2 \) distribution and \( T_n \) with a \( N(0, 2) \) distribution for different dimension values \( p_n \), different

\[ \begin{array}{c|cccc}
\text{Dimension} & 0.0 & 0.2 & 0.4 & 0.6 \\
\hline
\text{Approximation error} & 0.8 & 0.6 & 0.4 & 0.2 \\
\end{array} \]

\( \text{Fig. 2.} \) Approximation error of function \( \sin(2\pi t)^3 \) for varying dimension \( q \).
nominal levels and different distributions of the noise $\varepsilon$. Actually, the noise was generated with gaussian, uniform and Student’s $t$-distributions. These results are shown in Table 1 for the gaussian noises, in Table 2 for the uniform noises and in Table 3 for the Student’s $t$-noises.

In general, it seems that, for both test statistics, larger values of $p_n$ lead to better approximations of the true nominal levels of the test. We noticed that the test based on $T_n$ tends to underestimate the nominal levels which are large (20 and 10 percent) and overestimate the small ones (5 and 1 percent). On the other hand, the test based on $D_n$ overestimates in a quasi-systematic way the true level of the tests. Finally, these two test statistics give rather good results for the different noise distributions, ensuring a certain amount of robustness for these statistics.

3.2. Power of the test

Then, we considered the model defined previously in which the function $\psi$ is not null in order to evaluate and compare the power of both test statistics. This power function was

Table 1. Comparison of the estimated levels (as percentage) for the two test statistics $D_n$ and $T_n$ and different dimension values of $p_n$ when $\varepsilon$ is gaussian. The nominal levels are based on the asymptotic distribution. The number of Monte Carlo experiments is $n_s = 800$ and each sample size is $n = 200$

<table>
<thead>
<tr>
<th>Nominal level (%)</th>
<th>$D_n$</th>
<th></th>
<th></th>
<th>$T_n$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p_n = 5$</td>
<td>$p_n = 10$</td>
<td>$p_n = 20$</td>
<td>$p_n = 5$</td>
<td>$p_n = 10$</td>
<td>$p_n = 20$</td>
</tr>
<tr>
<td>20</td>
<td>18.1</td>
<td>21.7</td>
<td>20.0</td>
<td>15.0</td>
<td>18.5</td>
<td>18.8</td>
</tr>
<tr>
<td>10</td>
<td>11.4</td>
<td>12.1</td>
<td>10.6</td>
<td>8.5</td>
<td>9.4</td>
<td>8.5</td>
</tr>
<tr>
<td>5</td>
<td>6.0</td>
<td>6.1</td>
<td>5.2</td>
<td>6.0</td>
<td>5.3</td>
<td>4.6</td>
</tr>
<tr>
<td>1</td>
<td>1.6</td>
<td>0.9</td>
<td>1.5</td>
<td>3.5</td>
<td>2.2</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 2. Comparison of the estimated levels (as percentage) for the two test statistics $D_n$ and $T_n$ and different dimension values of $p_n$ when noise distribution is uniform. The nominal levels are based on the asymptotic distribution. The number of Monte Carlo experiments is $n_s = 800$ and each sample size is $n = 200$

<table>
<thead>
<tr>
<th>Nominal level (%)</th>
<th>$D_n$</th>
<th></th>
<th></th>
<th>$T_n$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p_n = 5$</td>
<td>$p_n = 10$</td>
<td>$p_n = 20$</td>
<td>$p_n = 5$</td>
<td>$p_n = 10$</td>
<td>$p_n = 20$</td>
</tr>
<tr>
<td>20</td>
<td>22.0</td>
<td>21.9</td>
<td>20.3</td>
<td>14.9</td>
<td>17.3</td>
<td>18.6</td>
</tr>
<tr>
<td>10</td>
<td>11.6</td>
<td>12.1</td>
<td>10.6</td>
<td>8.5</td>
<td>9.2</td>
<td>10.1</td>
</tr>
<tr>
<td>5</td>
<td>6.1</td>
<td>5.9</td>
<td>5.9</td>
<td>5.9</td>
<td>4.9</td>
<td>4.9</td>
</tr>
<tr>
<td>1</td>
<td>1.1</td>
<td>0.8</td>
<td>1.6</td>
<td>2.5</td>
<td>1.8</td>
<td>1.9</td>
</tr>
</tbody>
</table>

Table 3. Comparison of the estimated levels (as percentage) for the two test statistics $D_n$ and $T_n$ and different dimension values of $p_n$ when noise follows a Student’s $t$-distribution with three degrees of freedom. The nominal levels are based on the asymptotic distribution. The number of Monte Carlo experiments is $n_s = 800$ and each sample size is $n = 200$

<table>
<thead>
<tr>
<th>Nominal level (%)</th>
<th>$D_n$</th>
<th></th>
<th></th>
<th>$T_n$</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p_n = 5$</td>
<td>$p_n = 10$</td>
<td>$p_n = 20$</td>
<td>$p_n = 5$</td>
<td>$p_n = 10$</td>
<td>$p_n = 20$</td>
</tr>
<tr>
<td>20</td>
<td>23.1</td>
<td>22.8</td>
<td>21.6</td>
<td>15.5</td>
<td>19.9</td>
<td>19.9</td>
</tr>
<tr>
<td>10</td>
<td>11.5</td>
<td>11.9</td>
<td>11.8</td>
<td>8.3</td>
<td>9.8</td>
<td>10.6</td>
</tr>
<tr>
<td>5</td>
<td>6.1</td>
<td>6.8</td>
<td>6.6</td>
<td>5.8</td>
<td>6.0</td>
<td>5.2</td>
</tr>
<tr>
<td>1</td>
<td>2.1</td>
<td>2.8</td>
<td>1.2</td>
<td>4.1</td>
<td>2.8</td>
<td>1.9</td>
</tr>
</tbody>
</table>

approximated empirically (see Tables 4–6) for different nominal levels of significance, levels of
snr, dimensions $p_n$ and distribution of the noise.

We notice that the power of the test decreases as the dimension $p_n$ increases. Thus, tests are
more effective to reject $H_0$ if it is false when $p_n$ is small. Both tests give rather good results even
if the variance of the signal is small compared to the variance of the noise. We also notice that
for small nominal levels, the test based on $T_n$ is more powerful. On the other hand, when
nominal levels equal 5 or 10 percent then $D_n$ should be preferred. However, this can be explained
by the empirical study on the level in the previous section, which shows that the
percentage of rejection is greater for $T_n$ for small nominal levels and greater for $D_n$ for nominal
level greater than 5 percent. This leads us to think that the two tests have more or less the same
power.

Nevertheless, an important matter is how the regression function $\psi$ is expanded on the basis
spanned by the eigenfunctions of $\Gamma$. More precisely, the null hypothesis may not be rejected

| Table 4. Comparison of the empirical power (as percentage) for the two test statistics $D_n$ and $T_n$, different
dimension values of $p_n$ and different signal-to-noise ratios when the noise is gaussian |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>snr (%)</td>
<td>Nominal level (%)</td>
<td>$D_n$</td>
</tr>
<tr>
<td></td>
<td>$p_n = 5$</td>
<td>$p_n = 10$</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>52.0</td>
</tr>
<tr>
<td>5</td>
<td>73.0</td>
<td>63.0</td>
</tr>
<tr>
<td>10</td>
<td>81.5</td>
<td>74.5</td>
</tr>
<tr>
<td>10</td>
<td>92.0</td>
<td>80.5</td>
</tr>
<tr>
<td>5</td>
<td>96.0</td>
<td>93.0</td>
</tr>
<tr>
<td>10</td>
<td>98.5</td>
<td>95.0</td>
</tr>
</tbody>
</table>

| Table 5. Comparison of the empirical power (as percentage) for the two test statistics $D_n$ and $T_n$, different
dimension values of $p_n$ and different signal-to-noise ratios when the noise is uniform |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>snr (%)</td>
<td>Nominal level (%)</td>
<td>$D_n$</td>
</tr>
<tr>
<td></td>
<td>$p_n = 5$</td>
<td>$p_n = 10$</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>48.8</td>
</tr>
<tr>
<td>5</td>
<td>71.5</td>
<td>60.3</td>
</tr>
<tr>
<td>10</td>
<td>80.0</td>
<td>70.3</td>
</tr>
<tr>
<td>10</td>
<td>89.4</td>
<td>80.0</td>
</tr>
<tr>
<td>5</td>
<td>97.8</td>
<td>92.3</td>
</tr>
<tr>
<td>10</td>
<td>99.0</td>
<td>96.3</td>
</tr>
</tbody>
</table>

| Table 6. Comparison of the empirical power (as percentage) for the two test statistics $D_n$ and $T_n$, different
dimension values of $p_n$ and different signal-to-noise ratios when the noise is a Student’s $t$ distribution with
three degrees of freedom |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>snr (%)</td>
<td>Nominal level (%)</td>
<td>$D_n$</td>
</tr>
<tr>
<td></td>
<td>$p_n = 5$</td>
<td>$p_n = 10$</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>57.0</td>
</tr>
<tr>
<td>5</td>
<td>73.4</td>
<td>64.0</td>
</tr>
<tr>
<td>10</td>
<td>81.4</td>
<td>73.1</td>
</tr>
<tr>
<td>10</td>
<td>89.2</td>
<td>81.0</td>
</tr>
<tr>
<td>5</td>
<td>95.9</td>
<td>91.4</td>
</tr>
<tr>
<td>10</td>
<td>97.5</td>
<td>94.8</td>
</tr>
</tbody>
</table>
with no real doubt whereas it is false just because the function $\psi$ belongs to the orthogonal of the space spanned by the first eigenfunctions of $\Gamma$. Thus, we have to make a trade off between these two risks and this will lead us in practice to consider different values of $p_n$ before deciding to accept or to reject the null hypothesis.

4. Concluding remarks

The test statistics proposed are based on the asymptotic distribution of the norm of the cross-covariance operator $\Delta$ and in view of the Monte Carlo experiment it is hard to say which test statistic (and then which approximation) is better. Actually, $T_n$ seems to give empirical levels that are closer to the nominal ones when the levels are greater than 5 percent. Furthermore, for both statistics $T_n$ and $D_n$, as $p_n$ increases the power of the test decreases and, on the other hand, if $p_n$ is too small then we may not accept $H_0$ whereas it is true if the projection of $\psi$ onto the space spanned by the first eigenfunctions of $\Gamma$ is null. Then, an important matter would be to have some knowledge on the asymptotic behaviour of the sequence $(p_n)$. From a practical point of view, it should be noted that the determination of the sequence $p_n$ is possible whenever additional assumptions are made about the rate of decay of the eigenvalues. This is done in a recent paper dealing with a functional test for the mean of a sample of random curves (see Mas, 2002).

Instead of using the approximations of Theorems 1–3, one may think of simulating the distribution of $\sqrt{n}\|\Delta_n\|^2$ under the null hypothesis by means of permutations that avoid the estimation of the eigenvalues of the covariance operator $\Gamma$ as well as the estimation of the residual variance $\sigma^2$. This is the aim of a future work in preparation.

Among the possible extensions of the present work, one can test the belongingness of $\psi$ to a given finite-dimensional space of $L^2_{[0,1]}$ using a pseudolikelihood ratio test statistic. One can also consider the test of a linear relationship against a non-parametric link between $X$ and $Y$. Indeed, Ferraty & Vieu (2002) have introduced a kernel estimator of $\Psi$ when it is not necessarily a linear operator. Then, a similar pseudolikelihood ratio test procedure as the one introduced by Azzalini & Bowman (1993) can be used in that case.
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Appendix 1: Asymptotic results

In order to prove the main results of this section we need the following assumptions:

\((H.1)\)
\[
\frac{n\hat{\theta}_n^2}{\left(\sum_{j=1}^{p_n} a_j \right)^2} \xrightarrow{n \to \infty} +\infty,
\]

where
\[
a_j = \begin{cases} 
2\sqrt{2}/(\hat{\lambda}_1 - \hat{\lambda}_2), & j = 0, \\
2\sqrt{2}/(\min(\hat{\lambda}_{j-1} - \hat{\lambda}_j, \hat{\lambda}_j - \hat{\lambda}_{j+1})), & j \neq 0;
\end{cases}
\]

\((H.2)\)
\[
\sqrt{n}(\sigma^2 - \sigma^2) \text{ is bounded in probability;}
\]

\((H.3)\)
\[
E\|X\|^4 \leq C_1 < +\infty.
\]

Moreover, we will assume in the following that
\[
\hat{\lambda}_1 > \hat{\lambda}_2 > \cdots > \hat{\lambda}_{p_n} > 0, \text{ a.s.}
\]

Under the null hypothesis \((H_0)\), we have the following main result.

**Theorem 3**

Assume that conditions \((H.2)\) and \((H.3)\) hold. Then, there exists a sequence \(p_n\) satisfying \((H.1)\) and such that the test statistic \(T_n\) converges in distribution to a centred gaussian real random variable \(G\) with variance 2.

We have moreover the following result.
Theorem 4
Assume that conditions (H.1)–(H.3) hold, then the test procedure based on $T_n$ is consistent.

Appendix 2: Proof of Theorem 3
Let us introduce the variable $T^0_n$ defined as

$$T^0_n = \frac{1}{\sqrt{p_n}} \left( \frac{1}{\sigma^2} \left( \| \sqrt{n} \Delta_n \hat{A}_n \|^2 - p_n \right) \right).$$

We have

$$T_n = T_n - T^0_n + \frac{1}{\sigma^2} \sqrt{p_n} \left( \| \sqrt{n} \Delta_n \hat{A}_n \|^2 - \| \sqrt{n} \Delta_n A_n \|^2 \right) + \frac{1}{\sigma^2} \sqrt{p_n} \left( \frac{1}{\sigma^2} \| \sqrt{n} \Delta_n A_n \|^2 - p_n \right).$$

The proof of Theorem 3 is based on the convergence in probability of the first two terms on the right-hand side of (10) and on the convergence in distribution to $G$ of the third one. The proof of these three results are detailed in the following lemmas.

Lemma 1
Suppose that (H.1) and (H.2) hold. Then, if $T^0_n$ converges in distribution to some random variable $T^0$, $T_n$ converges in distribution to $T$.

Proof. We have

$$T'_n - T_n = \frac{1}{\sqrt{p_n}} \left( \sqrt{n} \Delta_n \hat{A}_n \right)^2 \left( \frac{\sigma^2 - \sigma^2}{\sigma^2} \right) + \frac{1}{\sqrt{p_n}} \left( \frac{\sigma^2}{\sigma^2} \right) \left( \hat{A}_n \right)^2 - p_n - p_n - p_n - p_n. $$

Since $\sum_{j>1} \lambda_j < +\infty$, we have for $n$ sufficiently large $\lambda_{p_n} < p_n^{-1}$ and then

$$\sqrt{\lambda_{p_n} n^2} < (\lambda_{p_n} \sqrt{np_n})^{-1},$$

which gives us directly with (H.1) and (H.2), $T'_n - T_n$ converges in probability to 0 and then the result.

Lemma 2
Assume that (H.1) and (H.3) hold, then

$$\frac{1}{\sigma^2} \sqrt{p_n} \left( \| \sqrt{n} \Delta_n \hat{A}_n \|^2 - \| \sqrt{n} \Delta_n A_n \|^2 \right) \rightarrow 0, \text{ in probability.}$$

Proof. Let us define in $H$, the operator $\hat{A}_n$ as $\hat{A}_n(\cdot) = \sum_{j=1}^{p_n} \hat{\lambda}_j^{-1}(V_j, \cdot)V_j$ and let $\Delta^*_n$ be the adjoint of $\Delta_n$. Denoting by $\text{tr}(\cdot)$ the trace operator and by $\| \cdot \|_\infty$ the supremum norm, we have
\[
\frac{1}{\sigma^2 \sqrt{p_n}} \left( \left\| \sqrt{n} \Delta_n \hat{A}_n \right\|^2 - \left\| \sqrt{n} \Delta_n A_n \right\|^2 \right) = \frac{1}{\sigma^2 \sqrt{p_n}} \text{tr} \left( n \Delta_n \Delta_n^* \left( A_n^2 - A_n^* \right) \right) \\
\leq \frac{1}{\sigma^2 \sqrt{p_n}} \left\| A_n^2 - A_n^* \right\| _\infty \text{tr}(n \Delta_n \Delta_n^*) \\
\leq \frac{\left\| \sqrt{n} \Delta_n \right\|^2}{\sigma^2 \sqrt{p_n}} \left( \left\| A_n^2 - A_n^* \right\| _\infty + \left\| A_n^* - A_n^* \right\| _\infty \right).
\]

We have using Lemma 3.1 in Bosq (1991)

\[
\frac{\left\| \sqrt{n} \Delta_n \right\|^2}{\sigma^2 \sqrt{p_n}} \left\| A_n^* - A_n^* \right\| _\infty \leq \frac{2 \left\| \sqrt{n} \Delta_n \right\|^2}{\sigma^2 \bar{p}_n \sqrt{p_n}} \left\| \Gamma - \Gamma_n \right\| _\infty \sum_{j=1}^{p_n} a_j,
\]

whereas

\[
\frac{\left\| \sqrt{n} \Delta_n \right\|^2}{\sigma^2 \sqrt{p_n}} \left\| A_n^* - A_n^* \right\| _\infty \leq \frac{\left\| \sqrt{n} \Delta_n \right\|^2}{\sigma^2 \bar{p}_n \sqrt{p_n}} \sup_{1 \leq j \leq p_n} \left| \hat{\lambda}_j - \lambda_j \right|
\]

\[
\leq \frac{\left\| \sqrt{n} \Delta_n \right\|^2}{\sigma^2 \bar{p}_n \sqrt{p_n}} \left\| \Gamma - \Gamma_n \right\| _\infty.
\]

It is clear that under \((H_0), \left\| \sqrt{n} \Delta_n \right\|^2 \) is bounded in probability. Let \( C_n \) be equal to \( \sum_{j=1}^{p_n} a_j / (\bar{p}_n \sqrt{p_n}) \) and \( E_n \) be the space defined as

\[
E_n = \left\{ \frac{\hat{\lambda}_k}{2} \leq \hat{\lambda}_k \leq \frac{3 \lambda_k}{2} \right\}.
\]

Now, for \( \epsilon > 0 \), we have

\[
P(C_n \left\| \Gamma - \Gamma_n \right\| _\infty > \epsilon) \leq P(C_n \left\| \Gamma - \Gamma_n \right\| _\infty > \epsilon, E_n) + P(E_n)
\]

\[
\leq 4E \left\| \Gamma - \Gamma_n \right\| _\infty^2 \left( \frac{\left( \sum_{j=1}^{p_n} a_j \right)^2}{p_n \epsilon^2} + 1 \right)
\]

\[
\leq \frac{4E \left\| X \right\| _\infty^4 \left( \frac{\left( \sum_{j=1}^{p_n} a_j \right)^2}{p_n \epsilon^2} + 1 \right)}{n \lambda_n^2}.
\]

Now, using assumptions \((H.1)\) and \((H.3)\), it is easy to get

\[
\frac{\left\| \sqrt{n} \Delta_n \right\|^2}{\sigma^2 \sqrt{p_n}} \left\| A_n^2 - A_n^* \right\| _\infty \rightarrow 0 \text{ in probability. (12)}
\]

With the same arguments we obtain

\[
\frac{\left\| \sqrt{n} \Delta_n \right\|^2}{\sigma^2 \sqrt{p_n}} \left\| A_n^2 - A_n^* \right\| _\infty \rightarrow 0 \text{ in probability. (13)}
\]

The results (12) and (13) imply the proof of the lemma.

**Lemma 3**

*There exists some increasing sequence \((p_n)\) satisfying \((H.1)\) such that*

\[
\frac{1}{\sqrt{p_n}} \left( \frac{\left\| \sqrt{n} \Delta_n A_n \right\|^2}{\sigma^2} - p_n \right)
\]

*converges in distribution to a centred Gaussian r.r.v. \( G \) with variance 2.*
Proof. Let us note by $\pi$ the Prohorov metric which induces the topology of weak convergence on the set of S-valued random variables where S is some separable metric space (see Dudley, 1968). Then, we have

$$
\pi \left( \frac{1}{\sqrt{p_n}} \left( \frac{\|\sqrt{n}A_n\|^2}{\sigma^2} - p_n \right), G \right) \leq \pi \left( \frac{1}{\sqrt{p_n}} \left( \frac{\|\sqrt{n}A_n\|^2}{\sigma^2} - p_n \right), \frac{1}{\sqrt{p_n}} \left( \frac{\|G_A A_n\|^2}{\sigma^2} - p_n \right) \right) + \pi \left( \frac{1}{\sqrt{p_n}} \left( \frac{\|G_A A_n\|^2}{\sigma^2} - p_n \right), G \right).
$$

Now to prove the lemma, it is enough to show that the two terms on the right-hand side of the above inequality tend to zero as $n$ tends to infinity for some sequence $(p_n)_n$. We have by Theorems 1 and 2

$$
\frac{1}{\sqrt{p_n}} \left( \frac{\|G_A A_n\|^2}{\sigma^2} - p_n \right) = \frac{1}{\sqrt{p_n}} \sum_{j=1}^{p_n} (\eta_j^2 - 1),
$$

so that we get directly by the central limit theorem

$$
\pi \left( \frac{1}{\sqrt{p_n}} \left( \frac{\|G_A A_n\|^2}{\sigma^2} - p_n \right), G \right) \to 0, \quad n \to \infty.
$$

Now,

$$
\pi \left( \|\sqrt{n}A_n\|^2, \|G_A A_n\|^2 \right) = \pi \left( \text{tr} (A_n (nA^*_n A_n^* A_n), \text{tr} (A_n G_A^* G_A A_n) \right)
$$

$$
= \pi \left( A_n (nA^*_n A_n), A_n (G_A^* G_A) \right),
$$

where $A_n$ is the continuous linear operator defined as $A_n T = \text{tr}(A_n T A_n)$. Then, using the mapping Theorem 3.2 of Whitt (1974) and $\|A_n\|_\infty \leq (1/\lambda_p)$, we get

$$
\pi \left( \frac{1}{\sqrt{p_n}} \left( \frac{\|\sqrt{n}A_n\|^2}{\sigma^2} - p_n \right), \frac{1}{\sqrt{p_n}} \left( \frac{\|G_A A_n\|^2}{\sigma^2} - p_n \right) \right)
$$

$$
\leq \frac{1}{\sigma^2 p_n \sqrt{p_n}} \pi (nA^*_n A_n, G_A^* G_A).
$$

Now, using Theorem 1 and the continuous mapping theorem applied to the continuous mapping $hA_n = A^*_n A_n$, we have

$$
\pi (nA^*_n A_n, G_A^* G_A) = \delta_n \to 0,
$$

and one can find a sequence $(p_n)_n$ satisfying $(H.1)$ and such that

$$
\frac{\delta_n}{\lambda_p \sqrt{p_n}} \to 0.
$$

Indeed, let us define for instance the sequence $(k_n)_n$ as

$$
k_n = \max \left\{ k : \frac{\delta_n}{\lambda_k} \leq 1 \right\},
$$

and let $(p_n)_n$ a sequence satisfying $(H.1)$. Now, taking for all $n$, $p_n$ as

$$
p_n = \min \{ k_n, p'_n \},
$$

it is easy to show that the sequence $(p_n)_n$ tends to infinity with for all $n$, $p_n \leq n$ and satisfies $(H.1)$ and (14).
Appendix 3: Proof of Theorem 4

With Theorem 3 and condition \((H.2)\), it is enough to show that, under the alternative hypothesis \((H_1)\), we have for all \(\epsilon\)

\[
P(T'_n > \epsilon) \xrightarrow{n \to \infty} 1.
\]

We have

\[
P(T'_n > \epsilon) = P\left(\frac{n}{\sigma^2 p_n} \|\Delta_n \hat{A}_n\|^2 > \frac{\epsilon}{\sqrt{p_n}} + 1\right).
\]

We may clearly restrict ourselves to prove that

\[
P\left(\frac{n}{p_n} \|\Delta_n \hat{A}_n\|^2 > 2\sigma^2\right) \xrightarrow{n \to \infty} 1.
\]

Now, since \(\Delta\) is a non-null operator, it is possible to find \(j_0\) such that \(\Delta V_{j_0} \neq 0\). We then have

\[
\|\Delta_n \hat{A}_n\|^2 \geq \left(\Delta_n \hat{A}_n V_{j_0}\right)^2 = \frac{1}{\hat{\lambda}_{j_0}} \left(\Delta_n \hat{V}_{j_0}\right)^2.
\]

Now, the strong law of large numbers applied to \(\Delta_n\) and the almost sure convergence of \(\hat{V}_{j_0}\) and \(\hat{\lambda}_{j_0}\) to \(V_{j_0}\) and \(\lambda_{j_0}\), respectively (cf. Bosq, 1991), imply that

\[
\frac{1}{\hat{\lambda}_{j_0}} \left(\Delta_n \hat{V}_{j_0}\right)^2 \xrightarrow{n \to \infty} \frac{1}{\lambda_{j_0}} \left(\Delta_n V_{j_0}\right)^2, \text{ a.s.}
\]

Then the result follows from (11) and \((H.1)\) which imply that \(n/p_n \to +\infty\).